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Abstract. Solving the wave equation on an infinite domain has been an ongoing challenge in scientific computing. Conven-

tional approaches to this problem only generate numerical solutions on a small subset of the infinite domain. In this paper,

we present a method for solving the wave equation on the entire infinite domain using only finite computation time and

memory. Our method is based on the conformal invariance of the scalar wave equation under the Kelvin transformation in

Minkowski spacetime. As a result of the conformal invariance, any wave problem with compact initial data contained in a

causality cone is equivalent to a wave problem on a bounded set in Minkowski spacetime. We use this fact to perform wave

simulations in infinite spacetime using a finite discretization of the bounded spacetime with no additional loss of accuracy

introduced by the Kelvin transformation.

Numerically solving thewave equation is a fundamen-

tal component in many areas of computational science,

including acoustics, optics, and seismology [16, 11, 3].

Although the wave equation and its numerical schemes

are long studied classical subjects, there remain com-

putational challenges. An outstanding example is the

infinite domain problem—to simulate wave propagation

on an infinite domain—frequently encountered by ap-

plications involving an open spacetime. On an un-

bounded domain, it is intractable, for example, to use

any spacetime discretizationwith a consistent resolution

throughout the entire spacetime. Thus, in practice, these

domains have to be truncated to bounded ones when

spacetime is discretized. This compromise has driven

a major line of research into developing artificial non-

reflecting boundary conditions (NRBCs) accompanying

domain truncation for the last 50 years [18, 9, 10, 2, 6].

In this paper, we call attention to a non-trivial sym-

metry within the wave equation: The scalar wave equa-

tion
∂2u
∂t2 = ∆u is conformally invariant on the Minkowski

spacetime when the scalar field u is treated as a suitable

fractional density. It is analogous to the Kelvin transfor-
mation invariance of the Laplace equation in Euclidean

space [17], but now with a Minkowski metric signature.

Taking advantage of this conformal geometric property

of the wave equation gives elegant solutions to some

challenges that do not persist under conformal transfor-

mations.

For example, the boundedness of a domain in space-

time is not conformally invariant—a conformal space-

time transformation can turn unbounded subsets to

bounded ones. Therefore, for the infinite domain prob-

lem, we can first map the domain to a bounded one

conformally, discretize this bounded domain, solve the

wave equation by standard numerical schemes, and fi-

nally map the solution back to the original infinite do-

main (Figure 1). No domain truncation is ever needed

throughout the process. We show that:

Every wave propagation problem on any spacetime do-
main contained in a causality cone, despite possibly be-
ing infinite both spatially and temporally, is equivalent
to a wave propagation problem on a compact domain in
spacetime (Figure 2).

This proposition implies that simulating wave prop-

agation in the entire infinite spacetime domain only re-

quires simulating wave computations on a bounded do-

main. In particular, the computational cost and accuracy

are only related to a bounded domain problem.

Figure 1. Our solution to the infinite domain

problem at an instance of time. Our method sim-

ulates wave propagation over the infinite expanse

of a Minkowski spacetime.

1. Related Work

Thefirst documented instance of conformal invariance

for wave-like equations on Minkowski spacetime are the

Maxwell equations, as discovered by Cunningham and

Batemann [7, 1]. The corresponding spacetime transfor-

mations are the spherical wave transformations studied in

the Lie sphere geometry [5]. These results have been ex-

panded to other wave equations [8, 15, 14], including the

scalar wave equation. However, the conformal invari-

ance of the wave equation has not been applied in the

development of numerical methods for waves computa-

tions.

Over the past half-century, several numericalmethods

have been developed to handle infinite domains in wave

simulations. To highlight the distinct advantages of our

approach over earlier techniques, we briefly discuss two

conventional approaches to the infinite domain problem.

For a more comprehensive review of these conventional

approaches, see [21, 19].
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Ω�

C0 C ′∞

Ω′

Figure 2. A wave problem on an unbounded

Minkowski spacetime domain Ω contained in a

causality cone C0 (left) is equivalent to a wave

problem on a bounded Minkowski spacetime do-

main Ω′ contained in a light cone C ′∞ which is

mapped from infinity (right).

The standard numerical approach for solving the infi-

nite domain problem is domain truncation [21]. In domain

truncation, one extracts a finite region from the infinite

spacetime domain and then numerically solves the scalar

wave equation at discrete points on the extracted region

using a numerical integration method such as the finite-

difference time-domain (FDTD) method [22]. Often, ar-

tificial NRBCs are imposed along the outer boundary of

the extracted region in order to efficiently suppress spu-

rious reflections at the boundary. Notable examples of

NRBCs include Sommerfeld radiation boundary condi-

tions [18], absorbing boundary conditions [9], transpar-

ent boundary conditions [10], and perfectlymatched lay-

ers [2, 6]. In addition to the expense of imposing NRBCs,

discretizing large multi-dimensional spacetime regions

incurs a high computational cost. When the discretiza-

tion is performed using the FDTD method, for example,

the units of storage and floating-point operations both

scale as O(MN), whereM is the number of spatial grid

points and N is the number of time steps. AsM and N
grow larger, computational resources will eventually be

exhausted.

One may alternatively solve the infinite domain prob-

lem using time-domain boundary element methods (TD-

BEMs), which only require the discretization of the ob-

stacle boundary instead of the spacetime domain [19].

In this approach, one numerically computes the bound-

ary data that satisfy the representation formula for the

scalar wave equation. Given a finite number of obsta-

cle boundary elementsM that represent the initial data

on a three-dimensional obstacle boundary, one typically

requires O(M2N) units of storage and O(M2N2 + M3)
operations to simulate wave propagation. With sophisti-

cated compression and approximation algorithms, these

costs can be reduced to O(M + N) and O(MN + M2),
respectively [19]. However, regardless of how TD-BEMs

are implemented, the time component of the wave prob-

lem must be truncated in order to produce a finite value

of N . Therefore, only a partial solution to the infinite

domain problem is feasible.

With our approach, we can simulate wave propaga-

tion on an untruncated infinite spacetime domain using

only finite spatial grid elements and finite time steps.

Our method is based on the classical Kelvin transfor-

mation discovered by William Thomson (Lord Kelvin)

in 1845 [20]. To simulate physical phenomena on an

infinite domain, the Kelvin transformation conformally

maps a Laplace problem defined on an infinite domain

to an arbitrary bounded domain via a Möbius inversion.

In Section 2, we formulate the scalar wave equation as

a Laplace problem in Minkowski spacetime and show

that the problem is conformally invariant under a Kelvin

transformation using the Minkowski metric. By exten-

sion, any wave problem on an infinite Minkowski space-

time contained in a causality cone is equivalent to a wave

problem on a bounded Minkowski spacetime. In Sec-

tion 3, we use this fact to simulate wave propagation

in infinite spacetime using a finite discretization of the

bounded spacetime.

2. Möbius Invariance of the Wave Equation

2.1. Wave equation as Laplace problem in Minkowski
spacetime. LetRn,1 = {(~x, t) : ~x ∈ Rn, t ∈ R}denote the
(n+ 1)-dimensional spacetime domain. The wave equa-

tion1of is a second-order partial differential equation a

scalar field u,

(2.1) �(~x,t)u =

( n∑
i=1

∂2u

∂x2
i

)
− ∂2u

∂t2
= 0.

The operator �(~x,t) =
(∑n

i=1
∂2

∂x2
i

)
− ∂2

∂t2 is called the

d’Alembertian. One may equip Rn,1 with a Minkowski
metric tensor η:
(2.2) η((~u, a), (~v, b)) := 〈~u,~v〉Rn − ab,
where (~u, a), (~v, b) ∈ Rn,1 are arbitrary spacetime vectors

(~u,~v ∈ Rn, a, b ∈ R). Together, (Rn,1, η) is referred to as

the (n+ 1)-dimensionalMinkowski spacetime. Under this
metric, the Laplace operator is the d’Alembertian �(~x,t)

and (2.1) can be interpreted as a Laplace problem.

The analogy between the wave equation and the

Laplace problem allows us to explore symmetries in

wave equations similar to those in Laplace equations.

In particular, the following theory is analogous to the

invariance of the Laplace equation under Kelvin trans-

formations in Euclidean space.

2.2. Möbius transformations. A map Φ: Ω → Ω′ be-
tween two spacetime open sets Ω,Ω′ ⊂ Rn,1 is a confor-
mal map if it preserves the metric tensor η up to a (pos-

sibly non-constant) scalar factor ϕ : Ω → R>0. In other

words, Φ is conformal if and only if for all (~x, t) ∈ Ω and

(~u, a), (~v, b) ∈ Rn,1,
(2.3)

η(dΦ(~x,t)(~u, a), dΦ(~x,t)(~v, b)) = ϕ(~x, t)2η((~u, a), (~v, b)).

The left-hand side of (2.3) is referred to as the pullback
metric by Φ, and the scalar ϕ the conformal factor. One can

verify that the Minkowski inversion, defined by

Inv : (~x, t) 7→
(

~x

|~x|2Rn − t2
,

t

|~x|2Rn − t2

)
,(2.4)

is indeed a conformal map, with conformal factor

ϕInv(~x, t) =

∣∣∣∣ 1

|~x|2Rn − t2

∣∣∣∣ .(2.5)

1By re-scaling time t← t/c, we omit the mentioning of propagation speed c > 0.
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For a proof of the conformality of the Minkowski in-

version map, see Appendix A. The inversion as in (2.4)

is defined only for points away from the light cone
C0 = {(~x, t) ∈ Rn,1 | |~x|2Rn − t2 = 0}. One can extend

the definition of Inv for points on the light cone by con-

sidering the one-cone compactification of the Minkowski

spacetime (Appendix B).

The set of Möbius transformations on Rn,1,
Möbius(n, 1), is the group generated by the composition

of finitely many Lorentz transformations (linear isome-

tries in Rn,1), translations ((~x, t) 7→ (~x + ~a, t + b)), scal-
ings ((~x, t) 7→ (s~x, st)), and Minkowski inversions. If

Φ1 : Ω→ Ω′ and Φ2 : Ω′ → Ω′′ are both conformal, then

Φ2 ◦ Φ1 : Ω → Ω′′ is also conformal, and its conformal

factor is ϕΦ2◦Φ1 = (ϕΦ2 ◦ Φ1)ϕΦ1
. Since all of Lorentz

transformations, translations, scaling, and Minkowski

inversion are conformal, all mappings in Möbius(n, 1)
are conformal.

As established in the Lie sphere geometry ([12], [5,

Chapter 2]) and the classification of conformally flat

spacetime [4], there are (n+3)(n+2)/2degrees of freedomof

conformal maps on the compactified Minkowski space-

time, all of which are from Möbius(n, 1).

2.3. Möbius invariance of waves. Here, we describe the

invariance of thewaveproblem (2.1) underMöbius trans-

formations on the domain. Let Ω′ ⊂ Rn,1 be a spacetime

domain. Given Φ ∈ Möbius(n, 1) with conformal fac-

tor ϕ : Ω′ → R>0, define the Minkowski–Kelvin transform
KΦ : (Ω→ R)

linear−−−→ (Ω′ → R) for u : Ω→ R:

(2.6) KΦu := ϕ
n−1
2 u ◦ Φ,

where Ω = Φ(Ω′) ⊂ Rn,1 is the image of Ω′ under Φ.

To clarify the domain of each function symbolically,

the coordinates for Ω′ are denoted by (~ξ, τ) while the

coordinates for Ω are (~x, t).

(2.7)

Ω′ ⊂ Rn,1
(~ξ,τ)

Ω ⊂ Rn,1(~x,t)

R>0 R R

Ku

Φ

ϕ u

As stated in the theorem below, the wave equation is

Minkowski–Kelvin invariant in the sense that�(~ξ,τ)(Ku) =

0 if and only if�(~x,t)u = 0, where�(~ξ,τ) =
(∑n

i=1
∂2

∂ξ2i

)
−

∂2

∂τ2 and �(~x,t) =
(∑n

i=1
∂2

∂x2
i

)
− ∂2

∂t2 are the standard

d’Alembertian in the respective coordinates.

Theorem 1. Let Φ : Rn,1
(~ξ,τ)

→ Rn,1(~x,t) be Möbius with

conformal factor ϕ(~ξ, τ) and let u(~x, t) be a function. If

�(~x,t)u(~x, t) = 0, then

(2.8) �(~ξ,τ)(KΦu)(~ξ, τ) = �(~ξ,τ)(ϕ
n−1
2 u ◦ Φ)(~ξ, τ) = 0.

Proof. Appendix C. �

Theorem 1 can also be interpreted as that the wave

equation is Möbius invariant when the function u is

transformed like a
1
2
n−1
n+1 -density, which obeys the scal-

ing law given by (2.6).

The significance of Theorem 1 is that it allows one to

map two wave problems to each other. These two prob-

lems share the same equation to solve (i.e. (2.1), consti-

tuted with the same standard d’Alembertian �), but the

problems can be defined on two vastly different space-

time domains Ω′,Ω related by a Möbius transformation.

In particular, aMöbius transformation on theMinkowski

space is capable of mapping an unbounded domain to

a bounded one. Suppose the domain Ω ⊂ Rn,1(~x,t) is con-

tained in any causality cone, that is, there exists an apex

(~p0, a0) ∈ Rn,1 such that

Ω ⊂
{

(~x, t) ∈ Rn,1(~x,t)

∣∣∣ |~x− ~p0|2Rn < (t− a0)2, t > a0

}
.

(2.9)

Note that Ω may still be spatially and temporally un-

bounded inRn,1(~x,t). Then, by translating the apex to (~0,−ε)
for any ε > 0 followed by the inversion (2.4), the trans-

formed domain

Ω′ = Inv(Ω− (~p0, a0 + ε)) ⊂ Rn,1
(~ξ,τ)

(2.10)

is a bounded set in Rn,1
(~ξ,τ)

.

Corollary 1. A wave problem (2.1) on any domain

Ω ⊂ Rn,1 contained in any causality cone (2.9) is equiv-

alent to a wave problem (2.1) on some bounded domain

Ω′ ⊂ Rn,1 (Figure 2).

The next section provides an explicit mapping be-

tween the two problems for applications on infinite do-

mains.

3. The Infinite Domain Problem

In this section, we apply Corollary 1 to the initial

boundary value problem (IBVP) for simulating wave

propagation on infinite domains.

3.1. Unbounded form. Our infinite domain IBVP takes

the following general form. Let Rn \ B be the spa-

tial domain for some bounded set (possibly empty)

B ⊂ Rn as obstacles. Given compactly supported func-

tions f, h : Rn \ B → R as initial data, and p : ∂B → R
as boundary data, solve for u : Rn × [t0,∞) → R that

satisfies 
�(~x,t)u(~x, t) = 0, ~x ∈ Rn \B, t ≥ t0,
(L̂u)(~x, t) = p(~x), ~x ∈ ∂B, t > t0,

u(~x, t0) = f(~x), ~x ∈ Rn \B,
∂u
∂t (~x, t0) = h(~x), ~x ∈ Rn \B,

(3.1)

where L̂ is a fixed linear operator describing the bound-

ary condition at the obstacle.

Since the initial data f, h has spatially compact sup-

port {supp(f), supp(h) ⊂ {|~x|2Rn < R} for some R > 0,
by causality argument, the support of the solution u
is restricted to a causality cone: supp(u) ⊂ {(~x, t) ∈
Rn,1 | |~x|2Rn < (t + R − t0)2, t ≥ t0}. Without loss of

generality, we may assume t0 > R by a temporal trans-

lation. In particular, the spacetime domain of interest

is contained in a causality cone with apex at the origin.

Therefore, we can restrict the domain of (3.1) to

Ω =
(
(Rn \B)× [t0,∞)

)
∩
{

(~x, t)
∣∣ |~x|2Rn < t2

}
,(3.2)
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Ω

Sinit

Sobs

Ω′

S′init

S′obs

Figure 3. An unbounded Minkowski spacetime

domain Ω with n = 2 spatial dimensions con-

tained in a causality cone with obstacle boundary

Sobs and initial boundary Sinit (left) is mapped to

a bounded Minkowski spacetime domain Ω′ with

inverted obstacle boundary S′obs and inverted ini-

tial boundary S′init (right).

on which one poses the IBVP equivalent to (3.1)
�(~x,t)u(~x, t) = 0, (~x, t) ∈ Ω,

(L̂u)(~x, t) = p(~x), (~x, t) ∈ Sobs,

u(~x, t0) = f(~x), (~x, t0) ∈ Sinit,
∂u
∂t (~x, t0) = h(~x), (~x, t0) ∈ Sinit,

(3.3)

where

Sobs := ∂B × (t0,∞) ⊂ ∂Ω, Sinit := ∂Ω ∩ {t = t0}.
(3.4)

Note that the remaining boundary component ∂Ω \
(Sobs ∪ Sinit) = ∂Ω ∩ {|~x|2Rn = t2} is light-like which re-

quires no additional boundary condition for the wave u.

3.2. Bounded form. We apply Theorem 1 to transform

(3.3) to a bounded domain problem. Let the Möbius

transformation Φ in (2.8) be the Minkowski inversion

map Inv given by (2.4) with conformal factor ϕInv given

by (2.5). Then the inverteddomainΩ′
Inv←→ Ω is a bounded

domain in Rn,1
(~ξ,τ)

. Figure 3 shows Ω for n = 2 spatial di-

mensions, an obstacle boundary Sobs of arbitrary shape,

and an initial boundary Sinit, as well as their inverted

counterparts Ω′, S′obs, and S′init. Using the following

variable substitutions

U(~ξ, τ) := (u ◦ Inv)(~ξ, τ), G(~ξ, τ) := ϕ
−n−1

2

Inv
(~ξ, τ),

(3.5a)

V (~ξ, τ) := (KInvu)(~ξ, τ) = U(~ξ, τ)/G(~ξ, τ),

(3.5b)

the transformed wave equation becomes

(3.6) �(~ξ,τ)V (~ξ, τ) = 0, (~ξ, τ) ∈ Ω′.

To complete the transformed IBVP, we describe the ini-

tial and boundary conditions. The boundary component

Sinit for the initial conditions is mapped to a hyperboloid

surface

S′init := Inv(Sinit) =

{
(~ξ, τ) ∈ ∂Ω

∣∣∣∣ τ

|~ξ|2Rn−τ2
= t0

}
.

(3.7)

On S′init the initial data for V are given by

V (~ξ, τ) = U(~ξ,τ)

G(~ξ,τ)
=
(
f◦Inv
G

)
(~ξ, τ), (~ξ, τ) ∈ S′init(3.8)

and

∂V
∂τ (~ξ, τ) =

(
∂U
∂τ

1
G −

U
G2

∂G
∂τ

)
(~ξ, τ)

=
(
∂U
∂τ

1
G −

f◦Inv
G2

∂G
∂τ

)
(~ξ, τ) (~ξ, τ) ∈ S′init,(3.9)

where the value
∂U
∂τ |S′init is given in terms of f = u|Sinit

and h = ∂u
∂t |Sinit

by

∂U
∂τ = ∂(u◦Inv)

∂τ = ∂u
∂t

∂t
∂τ +

∑n
i=1

∂u
∂xi

∂xi

∂τ

= h ∂t∂τ +
∑n
i=1

∂f
∂xi

∂xi

∂τ , (~ξ, τ) ∈ S′init.(3.10)

and Sobs for the obstacle is mapped to S′obs := Inv(Sobs).
The boundary condition for V at S′obs takes the form

(L̂′V )(~ξ, τ) = q(~x, τ), (~x, τ) ∈ S′obs(3.11)

for some linear operator L̂′ and boundary data q de-

rived similarly using chain rule. The remaining bound-

ary components ∂Ω′\(S′init∪S′obs) are light-like as shown

in Figure 3, which do not require imposing boundary

conditions.

In summary, the transformed IBVP takes the following

bounded form:


�(~ξ,τ)V (~ξ, τ) = 0, (~ξ, τ) ∈ Ω′,

(L̂′V )(~ξ, τ) = q(~ξ, τ), (~ξ, τ) ∈ S′obs,

V (~ξ, τ) = f◦Inv
G (~ξ, τ), (~ξ, τ) ∈ S′init,

∂V
∂τ (~ξ, τ) =

(
∂U
∂τ

1
G −

f◦Inv
G2

∂G
∂τ

)
(~ξ, τ), (~ξ, τ) ∈ S′init.

(3.12)

3.3. Numerical Scheme. We describe the general nu-

merical scheme for solving (3.12) and mapping the so-

lution to the unbounded domain Ω. To solve (3.12), one

first samples Ω′ at discrete points and then determines

V (~ξ, τ) and
∂V
∂τ (~ξ, τ) at the points near S′init for prede-

fined values of f(~x) and h(~x). Then, V (~ξ, τ) is computed

using a numerical integration method such as the FDTD

method. See Appendix D for a description of the com-

putational cost of solving (3.12) using the FDTDmethod

in (n+ 1)-dimensional spacetime.

We query the solution u(~x, t) at any point (~x, t) on

the unbounded domain by finding (~ξ, τ) = Inv(~x, t) and

evaluating u(~x, t) = G(~ξ, τ)V (~ξ, τ)whereG(~ξ, τ) is given

analytically and V (~ξ, τ) is interpolated from the solution

grid. The general solver for the infinite domain problem

is summarized by Algorithm 1.

Algorithm 1 Solver for infinite domain problem

Input: Infinite domain problem (3.3). Set of query points

Q = {(~xi, ti)} ⊂ Ω.

1: V (~ξ, τ) ← Solve the bounded domain problem (3.12) with

any numerical method.

2: for each (~xi, ti) ∈ Q do
3: (~ξi, τi)← Inv(~xi, ti)

4: u(~xi, ti)← G(~ξi, τi) · Evaluate(V, (~ξi, τi))
5: end for

Output: u(~xi, ti) for each query (~xi, ti) ∈ Q.

The accuracy of our numerical solution to V (~ξ, τ) de-
pends on the resolution of the grid that we constructed

on Ω′. For a rectilinear spacetime grid, the error in the
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solution corresponding to the interior region of Ω′ (ex-
cluding the obstacle boundary) is given by [13]

(3.13) error = O(∆ξ2) +O(∆τ2).

where ∆ξ is the distance between adjacent points along

each spatial dimension of the grid, and ∆τ is the sepa-

ration between adjacent temporal grid points. While the

grid onΩ′ is distorted by theMöbius inversion thatmaps

Ω′ to Ω, the solution to the wave equation is not distorted

by the inversion (Figure 4). In other words, if V (~ξ, τ)
is a smooth function, then u(~x, t) is also a smooth func-

tion. Moreover, a particular wavelength on Ω′ remains

the samewavelength on Ω after the inversion. Therefore,

no numerical errors are introduced to our solution by the

Möbius inversion that maps V (~ξ, τ) to u(~x, t).

Ω

Ω′

~x
~x

tt

τ

~ξ

u(~x, t)

V (~ξ, τ)

-1

0

1

Figure 4. A smooth function on the bounded

Minkowski spacetime domain Ω′ (left) remains

smooth after the Möbius inversion maps the func-

tion to the unbounded Minkowski spacetime do-

main Ω (right).

3.4. Solution. We present our numerical solution to

(3.3) on an unbounded domain Ω with n = 2 spatial di-

mensions and a particular choice of boundary condition

onSobs and initial conditions onSinit (Figure 3). A closed

obstacle boundary Sobs of arbitrary shape and perfectly

reflective material (i.e. L̂ = 1, p = 0) is inserted near the

origin of Ω. On the bounded domain Ω′ = Inv(Ω), the
boundary condition becomes

(3.14) V (~ξ, τ) = 0, (~ξ, τ) ∈ S′obs.

To radiate energy symmetrically in all directions from

an initial pulse, we set the initial data on Sinit as

f(~x) = A exp

2∑
i=1

− (xi − µi)2

2σ2
,(3.15a)

h(~x) = 0,(3.15b)

for real values of A, σ, and µi. To solve (3.12), we con-

struct a rectilinear spacetime grid on Ω′ composed of

M = 4052
spatial grid points and N = 406 time steps

that is symmetric about the τ -axis and then iteratively

compute V (~ξ, τ) over the grid using the FDTD method.

Then, we map V (~ξ, τ) to u(~x, t) using Algorithm 1. Fig-

ure 5 plots four successive time steps of our solution to

u(~x, t).

4. Conclusion

In this paper, we presented a mathematical approach

for numerically solving wave propagation problems on

unbounded spacetime domains using only finite com-

putation time and memory. Our method assumes that

waves propagate in a homogeneous, motionlessmedium

with no viscothermal dissipation, as described by the

scalarwave equation (2.1). It is an openquestionwhether

there exist transformations of other types of wave equa-

tions which preserve the equation of motion but not

the domain boundedness, such as wave equations that

model viscothermal losses and propagation in inhomo-

geneous and turbulent mediums, vector wave equations,

or gravitational wave equations. Regarding the imple-

mentation of our method presented in Section 3, we

assumed that waves propagate in two spatial dimen-

sions and that the obstacle boundary is perfectly reflec-

tive. Extending our implementation to three spatial di-

mensions and incorporating different obstacle boundary

impedances could be useful for simulatingmore realistic

physical scenarios of scalar wave propagation.
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Appendix A. Conformality of the Minkowski

Inversion Map

Proof. We show that the Minkowski inversion map Φ =
Inv given by (2.4) is conformal with conformal factor ϕInv

given by (2.5). Consider two arbitrary vectors ~u,~v in a

Minkowski spacetime Rn,1 with metric η given by (2.2).

Note that the Jacobian of Φ is given by

(A.1) dΦ = ϕInv(In+1 − 2ϕInv~v~v
T In,1).

Then, we deduce

(Φ∗η)(~u,~v) = η(dΦ(~u), dΦ(~v))

= ~uᵀdΦᵀIn,1dΦ~v

= ϕ2
Inv
η(~u,~v),

where Φ∗ is the pullback by Φ, In+1 = diag(1, . . . , 1) is

the identity matrix, and In,1 = diag(1, . . . , 1,−1) is the

Minkowski metric matrix. �

Appendix B. Extended Minkowski Spacetime

The inversion as is displayed here is defined only

for points away from the light cone C0 = {(~x, t) ∈
Rn,1 | |~x|2Rn − t2 = 0}. To define inversion for points

on the light cone, consider the one-cone extension of the

Minkowski spacetime

Rn,1 := Rn,1 t C∞,(B.1)

where C∞ is a copy of C0 with an identification map

j : C0
'−→ C∞. Define the restriction of inversion on

C0 ⊂ Rn,1 andC∞ as swappingC0 andC∞ via themap j.

Define the topology of Rn,1 such that the inversion map

is continuous. Extend Lorentz transformations, transla-

tions and scaling to Rn,1 continuously.

Every conformal map Φ: Ω → Ω′ extends to a global

conformal map Φ: Rn,1 → Rn,1 whose conformal factor

is allowed to vanish or be infinite ϕ : Rn,1 → [0,∞].
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Figure 5. Numerical solution to the infinite domain problem (3.3) on an unbounded Minkowski spacetime

domain Ω with n = 2 spatial dimensions and a perfectly reflective obstacle boundary placed near the t-axis.
The simulation is excited using a symmetric Gaussian pulse. Four successive time steps of the solution are

plotted from left to right.

Appendix C. Invariance of the Wave Equation under

Minkowski-Kelvin Transforms

Proof. Here we show Theorem 1. Since the wave equa-

tion is invariant under Minkowski-isometries (Lorentz

transformations), translations, and scaling in the do-

main, we only need to show (2.8) for the inversion map

Φ(~ξ, τ) = Inv(~ξ, τ) (2.4) with conformal factor ϕInv (2.5).

We start with the assumption that (2.1) is valid. In ex-

terior calculus notation, (2.1) and (2.8) are respectively

written as

d ?1 du = 0,(C.1a)

d ?′1 d(KInvu) = 0.(C.1b)

Here, ?1 is the Hodge star of the Minkowski spacetime

Rn,1(~x,t), and ?
′
1 is the Hodge star of the corresponding in-

verted Minkowski spacetime Rn,1
(~ξ,τ)

. Applying the pull-

back map Inv
∗
to (C.1a), we get

(C.2) d?̃′1dU = 0,

where ?̃′1 = Inv
∗?1 is a Hodge star that respects the met-

ric of Rn,1(~x,t) and U = Inv
∗u = u ◦ Inv. The Hodge stars

?̃′1 and ?′1 are related by

(C.3) ?̃′1 =
1

G2
?′1,

where G = ϕ
−n−1

2

Inv
. Inserting (C.3) into (C.2) and then

differentiating, we obtain

(C.4) d ?′1 dU = −2GdU ∧ ?′1d
1

G
.

We now expand d ?′1 d(KInvu) from (C.1b) and use (C.4)

to simplify the resulting expression as follows

d ?′1 d(KInvu) = d ?′1 d
U

G
,

(C.5a)

=
(
d ?′1 d

1

G

)
U + 2dU ∧ ?′1d

1

G
+

1

G
d ?′1 dU,(C.5b)

=
(
d ?′1 d

1

G

)
U.(C.5c)

Finally, expressing the d’Alembertian in n-dimensional

spherical coordinates with r = |~ξ|Rn , one can verify the

following:

d ?′1 d
1

G
=

(
∂2

∂r2
+
n− 1

r

∂

∂r
− ∂2

∂τ2

)
1

G
,(C.6a)

= 0.(C.6b)

Thus, (2.8) is valid for the inversion map.

�

Appendix D. Computational Cost of Bounded Domain

Solver

We describe the computational cost of solving (3.12)

using the FDTDmethod. LetΩ be an (n+1)-dimensional

unboundedMinkowski spacetime domain given by (3.2)

such that Ω′ = Inv(Ω) is a bounded Minkowski space-

time domain. The number of spatial grid pointsM and

time stepsN used to sample the entire bounded domain

Ω′ on a rectilinear spacetime grid with spatial sampling

interval ∆ξ and time step ∆τ are given by

M ≈
⌈
ξ0 + τ0

∆ξ

⌉n
,(D.1a)

N ≈
⌈ τ0

∆τ

⌉
,(D.1b)

where ξ0 and τ0 are defined as

ξ0 :=

∣∣∣∣ x0

x2
0 − t20

∣∣∣∣,(D.2a)

τ0 :=

∣∣∣∣ t0
x2

0 − t20

∣∣∣∣,(D.2b)

and x0 is the radius of the event horizon at the initial

time t0 on Ω. Note that x0 and t0 are chosen such that

t0 > x0. The units of storage as well as the floating-point

operations required to solve (3.12) both scale asO(MN).
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